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Abstract

As interdisciplinary research gains prominence, tools enabling cross-domain explo-
ration have become indispensable. PaperMatch is an innovative platform featuring
three specialized websites: PaperMatch, PaperMatchBio, and PaperMatchMed.
These sites focus on distinct domains, indexing abstracts from arXiv, bioRxiv,
and medRxiv, respectively. Offering a semantically driven search powered by
embedding-based techniques and Milvus vector storage, PaperMatch helps users
find conceptually related papers across repositories. This fosters interdisciplinary
insights and supports groundbreaking discoveries across a wide range of scientific
disciplines. Code available on GitHub at mitanshu7/PaperMatch.

1 Introduction

The surge in scientific publications presents significant challenges for researchers aiming to identify
related work across disciplines. As of November 2024, arXiv hosts 2.6 million articles, with 24
thousand papers added in October alone. Traditional keyword-based search tools often fail to capture
conceptually similar work expressed in varying terminologies. PaperMatch overcomes this limitation
by leveraging semantic embeddings for cross-domain search, empowering researchers to uncover
connections across arXiv, bioRxiv, medRxiv, and beyond.

2 Methodology

Each PaperMatch site fetches abstracts from its designated repository and processes these texts using
the embedding model mxbai-embed-large-v1, Lee et al. [2024], accessed via the Hugging Face
Transformers library, Wolf et al. [2020]. The embedding model generates vectors of length 1024
that capture the semantic content of the abstracts, max. 512 tokens, going beyond simple keywords
to encapsulate complex concepts. This approach allows the model to encode similar ideas into
vectors positioned closely in the embedding space, enabling accurate and contextually relevant search
results. This model was selected for its high performance on Massive Text Embedding Benchmark
(MTEB), Muennighoff et al. [2022], during the inception of PaperMatch as well as it’s support for
vector quantization, Gray [1984], and Matryoshka Representation Learning, Kusupati et al. [2024].

To speed up the embedding process, we utilized PyTorch, Paszke et al. [2019], as the computational
backend on an RTX 4050 Laptop GPU. PyTorch’s hardware acceleration enabled efficient handling
of large datasets, scaling the embedding process for a growing corpus of scientific literature. The
resulting float32 vectors are stored in Milvus, Wang et al. [2021], a high-performance vector
database optimized for fast similarity searches using nearest-neighbor algorithms. Users can search
by inputting an ID or full abstracts to gather conceptually similar work. The user interface, built with
Gradio, Abid et al. [2019], delivers a responsive, real-time platform for interactive exploration.
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Figure 1: Illustrations of the core components of the PaperMatch system. (a) Embedding Models
generate high-dimensional fixed-length vectors, (b) Flowchart for PaperMatch.

3 Results and Discussion

Preliminary user feedback underscores PaperMatch’s potential to advance cross-disciplinary research
by surfacing related works that might otherwise be overlooked in traditional keyword-based searches,
fostering collaboration and innovation. As shown in Figure 2a, Milvus demonstrates exceptional
efficiency, consistently computing cosine similarity for 2.6 M records in well under one second on
VM.Standard.A1.Flex (4 CPU, 24 GB Memory). To explore the current scientific landscape, we
employ Uniform Manifold Approximation and Projection (UMAP), McInnes et al. [2018], to reduce
high-dimensional embeddings to 2D. The resulting scatter plot is further refined using Kernel Density
Estimation (KDE), Parzen [1962], to highlight structural patterns, as illustrated in Figure2b.
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Figure 2: Visualizing the capabilities and insights provided by PaperMatch. (a) Performance of
PaperMatch, (b) Map of arXiv for the year 2024.

4 Conclusion

The PaperMatch platform demonstrates the power of embedding-based search for enabling cross-
domain knowledge discovery. By integrating state-of-the-art embedding techniques and vector
databases, PaperMatch provides a valuable tool for the scientific community, offering a novel
approach to literature search that prioritizes semantic relevance. This platform holds significant
potential for supporting interdisciplinary innovation and fostering connections between researchers
across scientific disciplines. However, PaperMatch inherits biases, interpretability issues, and domain-
specific performance gaps, Rakivnenko et al. [2024], from the embedding models it relies on, while
vector databases add complexity by treating embeddings as independent data points, Arye and
Sewrathan [2024]. Additionally, the current user interface, though functional, would benefit from
enhanced clarity, navigation, and personalization features to maximize user engagement. Future
developments will focus on addressing these limitations, expanding the platform to support additional
repositories, improving the embedding model’s capacity for nuanced contextual understanding, and
incorporating user feedback to further enhance search accuracy and the overall user experience.
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