
Machine Learning Driven Metric Based Mesh
Adaptation

Kunal Ghosh
Department of Aerospace Engineering

Indian Institute of Science
Bengaluru, Karnataka, India

kunalghosh@alum.iisc.ac.in

Bakhshi Mehul
Department of Aerospace Engineering

Indian Institute of Science
Bengaluru, Karnataka, India
bakhshimehul@iisc.ac.in

Kush Pandya
Department of Aerospace Engineering

Indian Institute of Science
Bengaluru, Karnataka, India
kushpandya@iisc.ac.in

Dipendrasingh Kain
Department of Aerospace Engineering

Indian Institute of Science
Bengaluru, Karnataka, India

kains@iisc.ac.in

Aravind Balan ∗

Department of Aerospace Engineering
Indian Institute of Science

Bengaluru, Karnataka, India
aravindbalan@iisc.ac.in

Ajay Rangarajan
Graduate School AICES

RWTH Aachen University
52062 Aachen, Germany

rangarajan@aices.rwth-aachen.de

Abstract

Mesh adaptation is crucial in CFD to dynamically refine and optimize the computa-
tional grid, enhancing accuracy in capturing complex flow features. Metric-field-
based mesh adaptation, while mathematically robust, typically relies on adjoint
solutions for error estimation, which can significantly increase computational
demands. To address this challenge, this research aims to develop a machine
learning-driven approach to mesh adaptation in CFD, eliminating the need for
computationally intensive adjoint solutions. In pursuit of this goal, we employ
ensemble models and Graph Convolutional Networks (GCNs) to predict the local
error estimator for each cell of the mesh during the adaptation process. Our findings
show that GCNs outperform ensemble models for isotropic meshes, while both
models yield similar results in anisotropic meshes. These results demonstrate
that our machine learning-driven approach eliminates the need to solve adjoint
equations for error estimation, paving the way for more efficient CFD simulations
in complex flow scenarios.

1 Introduction

In engineering, the ability to simulate fluid flow with precision is often pivotal to the success of
critical applications. A diverse array of fluid flow challenges can be effectively addressed through
the numerical solution of partial differential equations (PDEs), which serve as the foundation for
these simulations. The advent of advanced numerical methodologies has revolutionized engineering
practices, empowering professionals to tackle complex flow phenomena with greater accuracy and
efficiency. A vital aspect of this process is the discretization of the computational domain, commonly
referred to as meshing, which is essential for obtaining reliable numerical solutions. To further
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enhance the accuracy and computational efficiency of numerical simulations, mesh adaptation
techniques dynamically adjust the mesh resolution within the computational domain.

1.1 Metric-field Based Mesh Adaptation

Building on this foundation, metric-field-based mesh adaptation emerges as a crucial strategy for
refining mesh resolution in response to the characteristics of practical fluid flows. Practical fluid
flows often exhibit directional features, highlighting the need for anisotropic meshes to enhance both
efficiency and accuracy. Metric-field-based mesh adaptation (A. Rangarajan [2020]) provides a robust
mathematical framework for implementing anisotropic mesh refinement. This algorithm involves
numerically solving a PDE and executing a series of processes for metric-based mesh adaptation, as
illustrated in Fig. 1, adapted from A. Balan [2020].

Figure 1: Overview of metric-based mesh adaptation and implimentation of ML model.

1.2 ML for Mesh Adaptation

In recent years, the application of machine learning techniques for adaptive mesh refinement has
garnered significant attention as a means to enhance computational efficiency and accuracy. For
instance, S. Sanchez-Gamero [2024] utilized Artificial Neural Networks (ANNs) to predict spacing
functions for constructing meshes tailored to unseen turbulent flows. Similarly, C. Foucart [2023]
investigated the implementation of deep reinforcement learning in the isotropic mesh adaptation
process. Additional studies, including L. Manevitz [2005], J. Bohn [2021], J. Yang [2023], J. Yang
[2022], and K. Tlales [2024], have demonstrated various applications of machine learning in mesh
adaptation. While most research has focused on heuristic-based isotropic mesh adaptation, some
notable works by K.J. Fidkowski [2021], V. Ojha [2022], and G. Chen [2021] have proposed the use
of ANNs and Convolutional Neural Networks (CNNs) for metric-based mesh adaptation, motivated
by its mathematical rigour for the error estimation.

This study aims to build on previous research by Ghosh [2024] involving ensemble learning and
GCNs integration into a metric-based mesh adaptation algorithm of Rangarajan [2021]. The goal is to
predict errors using the mesh and flow solution data, thereby accelerating the adaptation process. The
predicted errors are utilized to determine isotropic mesh density (d), while the anisotropic parameters
(β, θ), essential for constructing the metric, are derived from interpolation error.

2 Dataset Creation

2.1 Data Acquisition

Numerical simulation data was generated using our in-house Hybrid Discontinuous Galerkin (HDG)
solver (Hecht [1998], S. Balay, Rangarajan [2021], A. Balan [2020] ) with a polynomial order of
p = 2. The simulations started with an unstructured, uniform mesh that was progressively refined
through multiple iterations using the metric-based mesh adaptation algorithm, targeting approximately
3000 elements until the error stabilized. For this study, we analytically computed the source term
using the manufactured solution for the advection-diffusion equation from Rangarajan [2021], and
then solved the equation with the HDG solver to obtain the numerical solution, uh.
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Here, ϵ represents diffusion coefficients, β1 and β2 denote convection coefficients in x and y directions,
respectively, and s is the source term. We generated 1000 data points with ϵ ranging from 0.1 to 1
and β1,2 ranging from 1 to 5.

2.2 Inputs and Output

The inputs to the machine learning models included the coefficients of the equation (ϵ, β1, β2),
elemental properties (element area I , β, θ), numerical solutions (uh), gradients of the numerical
solutions (∇⃗uh), as well as the jumps in numerical solutions at the element edges ([[uh]]) and the
jumps in gradients of the numerical solutions at the element edges ([[∇⃗uh]]). For each integration
point (i) within the element, we predicted the error (ϵi) using the formula:

ϵi =| ui − uhi |

Rather than predicting ϵi directly, our models focus on predicting the normalized error (
∼
ϵi). This

approach was chosen because ϵi can vary significantly across orders of magnitude, while
∼
ϵi remains

relatively consistent. The relationship between ϵi and
∼
ϵi is given by,

∼
ϵi= log(ϵ2i ).

To improve the performance of the ensemble model, Z-score and Min-Max normalization techniques
were applied sequentially to normalize both the input and output data.

3 Methodology

3.1 Ensemble Models

Ensemble models harness the strength of diversity by integrating distinct algorithms, each capturing
unique aspects of the data. We selected ensemble models for our study due to their effectiveness in
balancing the bias-variance trade-off (Kunapuli [2023]).

To capitalize on the strengths of weak learners, we implemented a sequential ensemble model, as
illustrated in Fig. 2, utilizing TensorFlow M. Abadi [2015]. We opted for three base learners because
using only two resulted in underfitting, whereas incorporating four led to overfitting.

Figure 2: Sequential ensemble model with 3 base learners.

A novel aggregation method combining boosting and stacking aggregation was used to optimize the
predictive performance of the ensemble models, as detailed in Ghosh [2024]. In this framework, the
output of each base learner is utilized as the input for the subsequent learner, creating a sequential
learning process. The hyperparameters for our neural network base learners are outlined in Table
1. We opted for ensemble models with consistent hyperparameters across all base learners, as this
strategy has been shown to yield better performance compared to those with varying hyperparameters.

3.2 Graph Neural Networks

The error (ϵi) at an integration point (i) is interdependent with the errors at neighbouring integration
points, rather than being independent and identically distributed (IID). This interdependence prompted
us to employ graph neural networks for node regression, utilizing PyTorch A. Paszke [2019] and
PyTorch Geometric M. Fey [2019] as detailed by Hamilton [2020].

We used GCN with symmetric-normalized aggregation and the self-loop update method. The hyper-
parameters used for isotropic and anisotropic GCN models are specified in Table 1. The architectures
of the two models were the same, with the only difference being an additional normalization layer
after the first graph convolution layer in the anisotropic model as detailed in Ghosh [2024].
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Table 1: Hyperparameters for Machine Learning models.

Ensemble GCN

Hyperparameter Isotropic Anisotropic

Loss function Huber loss Huber loss Huber loss
Learning rate 0.01 0.01 0.01
Optimizer Adam Adam Adam
Checkpoint metric R2 score of Loss Loss

validation set
Batch size 4096 elements 128 graphs 32 graphs

4 Results

Trained ensemble and GCN models were deployed and tested on the advection-diffusion case with
parameters ϵ = 0.01, β1 = 2.0, and β2 = 2.0. We intentionally selected ϵ outside the training data
range of [0.1, 1.0] to evaluate the models’ generalization capabilities. These particular coefficient
values were chosen to produce a solution with a sharp boundary layer, highlighting the necessity of
accurately capturing this critical feature through machine learning models.

4.1 Isotropic Mesh Adaptation

The ensemble and GCN models effectively captured the sharp boundary layer along the top and right
edges. As illustrated in Fig. 3, the adapted mesh generated by these models accurately represents this
feature, along with the corresponding solution. We assessed the models’ performance by comparing
their results to those obtained from true error-based adaptation (adapt-exact).

Figure 3: Isotropic adapted mesh and solution (a) Adapt-exact (727 elements) (b) Ensemble (839
elements) (c) GCN (828 elements).

Fig. 4 displays the error convergence plot of the L2 norm of error in the domain against representative
mesh size (h). Both the ensemble and GCN models exhibit approximately the same slope of 3.
Notably, the error in the mesh generated by the GCN model is lower than that of the ensemble model,
except in cases with a larger total number of elements.

4.2 Anisotropic Mesh Adaptation

Anisotropic-adapted meshes are shown in Fig. 5. While both models captured the boundary layers
effectively, GCN models can be observed struggling to produce coarse anisotropic elements compared
to adapt-exact and ensemble models.
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Figure 4: Error vs h for isotropic case, ϵ = 0.01, β1 = 2.0 and β2 = 2.0.

Figure 5: Anisotropic adapted mesh (a) Adapt-exact (560 elements) (b) Ensemble (590 elements) (c)
GCN (575 elements).

Fig. 6 presents the plot of the L2 norm of error in the domain versus h for anisotropic meshes.
Both the ensemble and GCN models exhibit approximately the same slope of 3. Notably, the error
produced by the anisotropic meshes is an order of magnitude lower than that of the isotropic meshes.
However, the ensemble model demonstrated slightly better performance than the GCN model in the
context of anisotropic mesh adaptation.

Figure 6: Error vs h for anisotropic case, ϵ = 0.01, β1 = 2.0 and β2 = 2.0.
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5 Conclusion

In summary, ensemble learning and GCN models effectively predict errors for mesh adaptation in
the convection-diffusion problem, with GCNs excelling for isotropic meshes and ensemble models
marginally outperforming GCNs in anisotropic adaptation. Future work will extend these models to
more complex scenarios, including inviscid and viscous flow around airfoils, considering varying
angles of attack and Mach numbers across different flow regimes.
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